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Recent deep features (Stable Diffusion, DINOv2) 
greatly improve semantic correspondence, but 
they often fail with geometric ambiguity

To study this issue, we propose a new subset 

➢ First, we group semantically-similar key-
points in each image (e.g., paws, ears) 

➢ Then, we annotate such geometrically-
ambiguous kpts in image pairs (yellow lines)

Similarity map. Ours can generalize to keypoints out of supervision

Sparse matching. Ours excels in cases of extreme viewpoint variations

We train a lightweight feature refiner (only 5M paras & 0.2% 
extra runtime) to improve geo-aware semantic correspondence

(1) Performance gap between proposed geo-aware subset (   &   ) and 
the standard set (   &   ). Note: Geo. accounts for ~50% of total kpt pairs

(2) Performance in Geo. set is more sensitive to pose variations 

- Divide 5 sets by viewpoint difference

- Performance on the five subsets:
 𝒜 =  {𝐚𝟎, 𝐚𝟏, . . . , 𝐚𝟒} 

- Relative performance difference:

 𝐝 =
max(𝒜) − min(𝒜)

max(𝒜)
- Higher value -> more sensitive

(3) Leverage features’ global pose awareness for pose alignment

:semantically fail :semantically & geometrically correct

:semantically correct, but geometrically fail
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